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Abstract

Time is the most precious asset available to man which cannot be stored, recovered or transferred. Every human activities uses time, but time is limited in supply i.e. we have only 24 hour in a day, 7 days a week etc. So the supply of time is perfectly inelastic, and due to this nature of time, need for optimal utilization of time is imperative. Time being one of critical resource and one of vital determinant of project success has huge importance in modern business world. Being first in market, to gain competitive advantage, to reduce time dependent costs can be motivational factors for companies tries to compress the schedules. Need to reduce project duration is leading firms to continuously search for tools and techniques to do so. There are many scheduling techniques available as well as many tools for reducing project duration which are being practiced since long time before. But still data shows there are significant number of projects that exceeds the planned schedule. So it can be concluded that implementation of these tools and techniques alone, in isolation is not sufficient for gaining the benefits, it should be well supported by good management practices, competent personnel, good organizational culture, supporting management and committed owner.
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Chapter 1

1.1 Background of the study
Time is the most precious asset available to man (Kohn, 2000) which cannot be stored, recovered or transferred (Adebisi, 2012). Every human activities uses time, but time is limited in supply i.e. we have only 24 hour in a day, 7 days a week etc. So the supply of time is perfectly inelastic, and due to this nature of time, need for optimal utilization of time is imperative (Odumeru) 2013. Time management is the act or process of planning and exercising conscious control over the amount of time spent on specific activities, especially to increase effectiveness, efficiency or productivity (Buck, Lee et al. 2000).

Time is one of most critical resource in projects. It is also one of vital success criteria for every kind of projects. Time management in projects involves processes required to accomplish timely completion of projects (PMI 2004). PM BOK identifies following 6 steps as key processes for project time management (PMI 2004).

1. Activity Definition
2. Activity Sequencing
3. Activity Resource Estimating
4. Activity Duration Estimating
5. Schedule Development
6. Schedule Control

Different tools, techniques and frameworks had been developed to carry out these processes efficiently and effectively. From the range of tools and techniques one have to choose the tools that best fits for the organization and type of projects. In this background this study will discuss some of these important tools and techniques and basic principles behind them.
Nowadays the importance of planning and executing project faster is growing more and more. Driving forces for this growth in importance of time factor can be, being first to market, to achieve a competitive edge through faster accomplishments of projects or reducing time dependent costs of projects. Another benefit can be increased income, due to the attractiveness caused by the organization's ability to have shorter execution time. Even from a social perspective and an owner/user perspective, there is a huge interest, naturally, to accomplish the projects faster. So it is desirable to dig out possibilities to reduce duration of project. In this context this study attempts to discuss how these tools and techniques can be used to find possibilities to reduce the project duration.
1.2 Problem Statements
To become faster is the essence for survival and growth of firms in modern business world. This study will try to look upon different time planning tools and principles. It also tries to find out if yes, how can these tools and techniques can be used to search for any possibilities in reduction of project duration. This study will also attempt to discuss various tools and frameworks developed to reduce project duration. Basically this study will try to find answers for following three research questions:

1. What are the different principles, tools and techniques for time planning and scheduling in projects?

2. How different tools and techniques of time planning can be used to search for possibilities to reduce project duration?

3. What are the existing tools and frameworks for reduction of project duration?

1.3 Limitation of the study
As this study was carried out in short time period, this study is limited to some of widely used tools and techniques of time planning only, which were plentifully described in the accessed literatures. None of the literature selected, exclusively discussed the user experience regarding use of different tools, techniques and different PM software. So the user experience section of the discussion is limited to few tools and techniques only. Another barrier was that there were not so much literature regarding the principles behind the PM software. So the writer have to rely on the information provided in the software's webpage.
1.4 Methodology

The objective of this report was to identify different scheduling tools and techniques and to find how they can be used for project duration reduction along with the different practices which are being used in order to reduce the project duration. To achieve these objectives first an extensive literature review was carried out. Descriptive keywords like CPM, Gantt Chart, PERT, GERT, Simvision, Last Planner, Time Management, Scheduling, Critical Chain, Project duration reduction, overlapping, simulation, PM Software, and various others key words were used to search for resources. These key words were used in various databases to search for relevant journal articles, research papers and other resources. Databases like, Science Direct, Elsevier, Research Gate, IEEE, Jstor, JCEM and PMJ were used to search for relevant resources. Apart from these some relevant book, few websites and web documents were also used in the process.

There was wealth of information available regarding the topics discussed in this report as they are well established practices. Abstract of each paper was read and only relevant resources were sorted. And these literature formed the base for the development of body of knowledge on the intended scope of the study.

After reviewing these selected resources, different tools and techniques being practiced for time planning and project duration reduction were identified and were presented in the theory part and some of them were described briefly. Different aspect of those identified time planning tools were analyzed in order to find out if they can be used to search for possibility for project duration reduction and were discussed in discussion part of the report and those results were summarized in the conclusion of the study.

Six key processes for time management in projects as identified by PMI (2004) was taken as point of departure with prime focus on Activity scheduling.
Chapter 2

2.1 Introduction
Time being one of critical resource and one of vital determinant of project success has huge importance in modern business world. "A project is a temporary endeavor undertaken to create a unique product, service, or result" (Sun 2004). Projects by definition are time bound activities i.e. it have a definite beginning and definite end point. For undertaking any tasks, there are certain activities to be performed or certain steps to be followed, and these activities should be performed on certain sequence. To get task done, it is necessary to determine in advance what activities are to be performed and when they should be done.

Oxford Dictionary defines the term Scheduling as "A plan for carrying out process or procedure, giving lists of intended events and times". According to pinto, project scheduling represents the conversion of project goals into an achievable methodology for their completion. He further elaborates, It creates a timetable and reveals the network logic that relates project activities to each other in a coherent fashion (Pinto 2007). Scheduling determines, when every single activities should be performed in order to finish the project on time (Rolstadaas 2008).

Project Scheduling is also a vital element of project planning and subsequent monitoring and control (Pinto 2007). Rolstadaas distinguishes planning and scheduling as, planning is about deciding what activities to do while scheduling is all about deciding when they should be done (Rolstadaas 2008).

Schedule development process needs information regarding, what activities are to be performed, how long it takes to perform these activities, what resources in what quantity will be required, and how these activities interact with each other i.e. dependencies among activities (Sun 2004).

2.1.1 Activity Definition:
It involves identifying the specific schedule activities that need to be performed to produce the various project deliverables (Sun 2004). It will identify the deliverables at lowest levels of work breakdown structures called work packages. A work package is the set of work items requiring resources to be executed (Rolstadaas 2008). These work packages are further decomposed into smaller components called schedule activities. This decomposition provides basis for estimating,
scheduling, executing and monitoring and controlling the project work (Sun 2004). As output of this process and activity list is produced.

2.1.2 Activity Sequencing
It involves identifying and documenting dependencies among schedule activities. It brings in surface what logical relationship do these activities share with each other (Sun 2004). It identifies in what sequence these activities should be executed based upon dependencies among different schedule activities, to achieve the planned project deliverables.

There are two methods for schedule activities sequencing they are

- **Precedence Diagramming Method (PDM)**
  Precedence Diagramming Method (PDM) also called as Activity on Node (AON) is a method of constructing a project schedule network diagram that uses boxes or rectangles, referred to as nodes, to represent activities and connects them with arrows that show the logical relationship that exist between them (Sun 2004). Arrows only represent precedence relationships and events are not shown in this representation of network. This method is used by most of the project management software packages. Figure 1 shows a simple representation of AON network.

![Figure 1 Example AON representation](image)

Finish to start, start to start, start to finish and finish to finish are four basic precedence relationship that may exist in a network.
- **Arrow Diagramming Method (ADM)**

Another method of schedule activities sequencing is Arrow Diagramming Method (ADM) also called as Activities on Arrows method (AOA). In this method activities are mapped on arcs and nodes represents events. Arrows are used to represent activities and connects them at nodes to show their relationship. As compared to PDM it is less prevalent.

![Diagram](image)

**Figure 2 Example AOA representation**

It only uses finish to start dependencies and may require the use of dummy relationships called dummy activities for showing all relationship more correctly. Dummy activities are not actual activities and they do not consume any time, they just show relationship between different activities and they are represented by dotted lines. Figure 2 shows an example of simple AOA representation.

Both ADM and PDM diagramming are intended to do the same thing, create a sequential logic for all activities with a project. They both can be used to determine project's duration, slack activities and critical path. AON format is used in most of project management software packages such as MS project, Primavera, and ProTrack and with increasing use of computer based project scheduling, they are increasingly using AON format. As activities are placed in nodes and arrows are used just to show relationships it simplifies the network labeling and makes the AON network easy to read and comprehend (Pinto 2007). But in large projects with large number of activities, paths and node connections, when multiple project activities bursts and merges, AON network often becomes complex and difficult to read. On the other hand, AOA
format is used widely in certain business fields such as construction and also in large and complex projects, it is easier to employ the path process used in AOA method (Pinto 2007). It is also well accepted in the projects having significant milestones. One of disadvantage of AOA network representation is use of dummy activities it makes the network complex and relatively hard to understand. As both arrows and nodes are filled with important project information making the network more information intensive.

2.1.3 Activity Resource Estimating
Each schedule activities consume resources and the need for resources should be quantified prior the execution of those activities. The amount and the types of resources required for activities is estimated in this step. As the resources allocated for the activity determines the duration for that activity, one should have clear understanding of resource allocation, in order to accurately manage the project time.

2.1.4 Activity Duration Estimating
Estimate Activity Durations is the process of approximating the number of work periods needed to complete individual activities with estimated resources (Sun 2004). This is one of the key steps in the project time management processes. As it directly affects the total project activity durations this process should be carried out with high accuracy. This activity requires information regarding scope of activity, required resource types, estimated resource quantities, and resource calendars (Sun 2004). Activity duration estimation process approximate the number of work periods (activity duration) required to complete the activity from information regarding amount of work effort required to complete the activity and quantity of resources to be applied on that activity. Once the activity duration estimates are done one can calculate total project duration and by analyzing the network can identify critical path. This is one of key inputs for the project time management.

The basic inputs (i.e. time, cost and resources for each activity) are not deterministic and are affected by various sources of uncertainty. Uniqueness(no similar experience) , variability (trade-off between performance measures like time, cost and quality) and ambiguity (lack of clarity, lack of data, lack of structure and bias in estimates) are main source of uncertainty in project planning (Khodakarami, Fenton et al. 2007).
Tools and techniques used to estimate activity duration such as expert judgment, analogous estimating and parametric estimating assumes the activity duration to be deterministic and hence do not address uncertainty. Three point estimates, on the other hand incorporates uncertainty in a restricted sense, by using probability distribution for each activity (Khodakarami, Fenton et al. 2007). This concept originated with the PERT technique. Instead of giving one deterministic value, it approximates three different values i.e. optimistic (best case), most likely (based on realistic expectation of availability of resources, dependencies) and pessimistic (worst case) and calculates Start and finish dates and critical paths by applying probability rules. Duration estimates based on these three estimates gives more accurate duration and it also clarifies the range of uncertainty in duration estimates.

2.1.5 Schedule Development

Schedule Development is the process of analyzing activity sequences, durations, resource requirements, and schedule constraints to create the project schedule (Sun 2004). After completing this process, it determines the planned start and finish dates of project activities and milestones. Schedule development process may require review and revision of activities duration estimates and resource estimates to optimize tradeoff between time, cost and resources. It gives baseline to track progress. In order to maintain realistic schedule it is revised and reviewed continuously as the project progresses.

It takes information regarding activity sequence, activity duration and resource allocation for each activity in order to create an accurate schedule. For the purpose of developing schedule there are many software packages, such as Ms Project, Primavera, Protrack etc.. These tools helps to develop reliable and accurate project schedules. As part of the schedule, Gantt chart is also developed in order to visually monitor the activities and the milestones.

2.1.6 Schedule Control

Schedule Control is the process of monitoring the status of the project to update project progress and manage changes to the schedule baseline (Sun 2004). This process deals with, determining the status of project schedule, determining different factors that cause changes, and managing changes.
Chapter 3

3.1 Different Scheduling Tools and Techniques

There are large numbers of Tools and Methodologies available in project management practice for project scheduling. Some of them identified from literature are:

1. Gantt Chart
2. Arrow Diagramming Method (ADM)
3. Precedence Diagramming Method (PDM)
4. Critical Path Method (CPM)
5. Graphical Path Method (GPM)
6. Project Review and Evaluation Techniques (PERT)
7. Graphical Evaluation and Review Techniques (GERT)
8. Q-Graphical Evaluation and Review Techniques (Q-GERT)
9. Critical Chain Project Management (CCPM)
10. Successive Scheduling Process (SSP)
11. Line of Balance Method
12. Linear Scheduling Method
13. Repetitive Scheduling Method
14. Project Management Software
15. Simulation Techniques
16. Last Planner System

There can be more tools, techniques and methodologies for project scheduling than as mentioned above but due to various limitations all of them cannot be mentioned here. Some of the tools techniques and methodologies are described below.
3.1.1 Gantt Chart

A Gantt chart is one of common and popular way of showing activities/tasks/events against time. It is named after an American engineer Henry Gantt, who modified the chart which was first devised by a Polish engineer Karol Adamiecki during mid 1890s (What is Gantt Chart?, (2012)). Gantt charts were primarily used as production planning tool used to plan and manage batch production in manufacturing industries (Wilson 2003) and became popular in project management much later.

Gantt charts establish a time-phased network, which links project activities to a project schedule baseline(Pinto 2007).

![Example Gantt Chart](image)

**Figure 3 Example Gantt Chart**

Activities list are placed along the vertical axis while the horizontal axis shows the time and duration. Each activity is represented by a horizontal bar and the position and length of the bar indicates the start date, duration and end date of the activity. This allows to see different information at a glance, like, various activities, starting date and end date of each activities, duration of activities, where activities overlap with other activities and by how much and the start and end date of whole project. It can be used for progress control as well. By setting up a vertical line on today's date one can observe what activities are on, behind or ahead of schedule.
Sometimes different color are used to signify important time issues such as activity criticality, slack, in progress, completed etc. (Wilson 2003).

One of advantage of Gantt chart is its simplicity i.e. it is easy to create, read and understand and it communicates well even with persons not familiar with schedules. But it is unable to show precedence relationship between activities this inability is somehow solved with introduction of linked Gantt chart which uses vertical lines to show precedence relationships between activities (Rolstadaas 2008). They identify the project network coupled with its schedule baseline i.e. Gantt chart is linked to real time information so that all schedule activities have more than just early start, early finish, late start late finish and float attached to them (Pinto 2007). Another advantage of using Gantt chart is that it is useful for identifying resource needs and assigning resources to tasks (Pinto 2007).

Before world leaped in its technological advancement, Gantt charts were prepared laboriously by hand, and whenever there are changes on project it was necessary to amend or redraw the chart. This limited its usefulness, as continual change being feature of projects (What is Gantt Chart? 2012). But with the advent of computers and project management software's, Gantt charts can be created updated and printed easily.

With technological advancement, and advent of network methods, Gantt charts has evolved as complimentary method for project planning and management (Wilson 2003). Nowadays Gantt chart are used for tracking schedules of projects as well as it shows some important information, for example how far the tasks has progressed, what resources are being used for each task etc.

3.1.2 Critical Path Method

The Critical Path Method (CPM) is a schedule network analysis technique developed by the DuPont Corporation in 1957. CPM is a deterministic technique that, by use of a network of dependencies between tasks and given deterministic values for task durations, calculates the longest path in the network called the ‘critical path’ (Khodakarami, Fenton et al. 2007). The length of the ‘Critical Path’ is the earliest time for project completion. CPM calculates for each activity, how quickly the task can be accomplished i.e. early start and finish dates of each activity by performing forward pass analysis. Once all these dates have been calculated, the
finish date of project can also be determined. With this known finish date, CPM then calculates how slowly each task can be accomplished i.e. late start and late finish dates for each activity. CPM does not take into consideration any resource limitation for this calculation (Sun 2004). The resulting early and late start and finish dates are not necessarily the project schedule, rather they indicate time periods within which the schedule activity should be scheduled, given activity durations, logical relationships, leads, lags and other known constraints. (PMI, 2004).

CPM calculation requires information about, list of activities, all precedence relationships and estimated duration of each activity. Critical path analysis determines project finish date and which activities can influence the total project duration i.e. activities on critical paths.

CPM models the activities and events of a project as a network. Forward pass and backward pass calculations determines the early and late starts and early and late finish dates for each activity. Time between early start and late start or early finish and late finish of an activity gives the slack for that activity. Slack is amount of time that activity can be delayed from its earliest start or earliest finish dates without affecting the total project durations. The path from start to finish of the project on which none of activity have slack is the critical path for the project, any delay in any of these critical activities delays the project. There may be more than one critical path in a network. In order to accelerate the project total time required for activities in the critical paths should be reduced.

CPM provides a graphical view of the project, it predicts total project duration and also identifies which activities are critical in maintaining the schedule. Identification of critical activities and paths helps management to optimize resource allocation and also identifies which tasks can be delayed for a while if resource needs to be reallocated to catch up on missed tasks (MindTools 2004). Often root cause of project overruns is failure to identify factors that have potential to affect the activity (Stelth, Le Roy et al. 2009). As CPM encourages all members in the project team to evaluate and identify the requirements of the every project activities and its successor and predecessors in a critical and logical fashion, it helps to draw true and more accurate picture of processes involved and their time and cost. Identification of slack and float enables project manager to maneuver different resources to best satisfy the project time and cost.
goals. CPM also offers a form of documentation to organizations which can be used for upcoming similar projects in future (Stelth, Le Roy et al. 2009).

One of main disadvantage of CPM is that despite its ease to understand and use, it does not incorporate time variations that can have a great impact on the completion time of project. As back in 1950's CPM was designed for complex but fairly routine projects with minimum uncertainty in the project duration (Stelth, Le Roy et al. 2009), there is more uncertainty in project duration for less routine projects and this limits its usefulness. Another disadvantage is with the increase in scope and extent of projects, CPA process becomes more complicated. As every estimates are based upon some assumptions but in real life those assumption may or may not become true. So as the project progresses and as actual time may vary from estimated time for activities, new critical path may emerge at regular interval of time (Stelth, Le Roy et al. 2009). As critical path changes scheduling of personnel also changes and reallocation of personnel becomes quite tricky. CPA also does not take into account the learning curve for new members on the project or for activities that are new and unique to the project (Badiru 1995, Stelth, Le Roy et al. 2009).

According to De la Garza (2006), typical CPM models consider limited number of constraints: activities sequencing based on precedence requirements and resource availability as anticipated when planning and fails in providing the means to effectively deal with the real availability of resources and information. As a result, CPM methods become useful only for project preplanning or planning before execution but not during actual execution (de la Garza 2006)

3.1.3 PERT
Program Evaluation and Review Techniques, PERT was originated by the U.S. Navy in 1958 as a tool for scheduling the development of weapons systems (Malcolm, Roseboom et al. 1959, Cottrell 1999). This technique of scheduling assumes project to be an acyclic network of events and activities. (Cottrell 1999)

In CPM time estimates are assumed to be deterministic and hence does not incorporate uncertainties while PERT incorporates uncertainty in a restricted sense (Malcolm, Roseboom et al. 1959, Khodakarami, Fenton et al. 2007), by using a probability distribution for each task.
Instead of having a single deterministic value, three different estimates (pessimistic, optimistic and most likely) are approximated. Further calculations are performed using expected values and variations and other probabilities rules. Result from PERT calculations are more realistic than CPM (Moder 1988). But the PERT computation utilize expected values of the hypothetical distributions of actual activity performance times and it utilizes the standard deviations of the distributions in computing a measure of the chances of meeting scheduled dates of project milestones (Moder, Phillips et al. 1983). As these optimistic, most likely and pessimistic values are based on judgments of person responsible rather than statistical sampling (Moder 1988) there exist a probability of biasness. Optimistic and pessimistic time estimates are 5 and 95 percentiles of the distribution of the time duration (Moder, Phillips et al. 1983)

The calculation of network is done in same way as in deterministic network. Expected values are used as durations for calculations. Expected duration of total project is now calculated simply by adding all expected durations of activities on critical paths. The total project duration follows a statistical distribution, according to centre limit theorem if the no. of activity on critical path is not very less, total project duration's distribution may be approximated by normal distribution independent of distributions of individual activities (Rolstadaas 2008). So total project duration will have an expected value and variation and it follows normal distribution, this allows to calculate probability of finishing the project in given duration.

Main benefit of PERT is that it up to some extent tries to address uncertainty in activity duration estimates. But the activity time estimates are somewhat subjective and depend on judgment. In cases where there is little experience in performing an activity, the numbers may be only a guess. In other cases, if the person or group performing the activity estimates the time there may be bias in the estimate. Another limitation can be that it might be possible that alternate paths became critical which leads to underestimation of the project completion time. PERT considers only the critical path in computing project completion time probabilities and ignores near critical paths that posses significant probabilities of becoming critical (Cottrell 1999). It is also, important to note, that PERT deals only with the time constraints and does not include the quantity, quality and cost information desired in many projects; PERT should, therefore, be integrated with other methods of planning and control (Stelth, Le Roy et al. 2009) to get better result.
3.1.4 Critical Chain Method

Network scheduling techniques here are based on the assumption that there is unlimited resource available, but in reality it is not true. Every project are resource constraint. So the problem with network scheduling techniques is that we prepare schedule with an assumption of unlimited resources availability and try to adapt them in resource constraints (Rolstadaas 2008).

According to PMBOK Critical chain method is a schedule network analysis technique that modifies the project schedule to account for limited resources (Sun 2004). Critical Chain scheduling is based upon Theory of Constraints (TOC) introduced by Eliyahu Goldratt in his 1984 book titled The Goal. Goldratt adopted TOC to project management in his 1997 book Critical Chain. TOC is a common sense management philosophy that believes that in order to improve the performance of any system, one must first find the constraint of the system and then concentrate effort on elevating the capacity of the constraint (Cook 1998).

Goldratt claims that every duration estimates have safety time (a sufficient buffer) built into it (Cook 1998). This is mainly due to, existing incentives system(which trains worker to be on safe side) and common management practice of cutting all estimates across the board to squeeze a schedule into a given amount of time (Cook 1998). The problem with leaving small amounts of buffer time in each task estimate instead of aggregating it is that safety is often wasted at the beginning of the task period, not at the end where it is much needed (Cook 1998).

Goldratt identified three ways in which safety is often wasted i.e.

- **Student Syndrome**

  Student syndrome refers to the phenomenon that many people will start to fully devote themselves to a task just at the last possible moment before a deadline. Goldratt contends that when a resource is negotiated with certain time, it reevaluates it and start putting full effort when most likely time is remained. It leads to the waste of buffer built in the task estimates. and if something goes wrong here the schedule have very high chances to get delayed.

- **Multiplying effect of multi tasking**

When a resource is assigned multiple tasks, it is experienced that in order to keep track of each task resource tends to perform all tasks partially according to their importance and does
remaining part later as shown in figure below. It shows that it took more time than if first task 1 was completed before starting task 2 and task 3.

- **Structures of Schedules**

When multiple tasks merges to one point, delays are passed but gains are not (Cook 1998). For example consider a simple network with merging tasks as shown in figure below, if any of the task get delayed by few days whole project gets delayed but if let's say task 1 was finished within 3 days still the project will take same time. Even all three task are finished earlier than planned, due to use of schedules dates operator of task 4 may not be ready to start his task earlier than planned.

Instead of allowing each task to have some safety, critical chain method pull out all the safety in each individual task and assign them most likely time and aggregates all the safety at last of the project which act as overall project buffer (Cook 1998). Likewise it also provides required buffers at each point that a chain of dependent tasks not on the critical chain feeds into the critical chain called as feeder buffer. These duration buffers are not-work schedule activities to
manage uncertainty. Project buffer protect project finish date from slippage along the critical chain while Feeder buffer protects the critical chain from slippage along the feeding chains (Sun 2004). The size of the buffer is determined so that it can account for the uncertainty involved in the duration of the chain of dependent tasks leading up to that buffer. Once the buffer schedule activities are determined, the planned activities are scheduled to their latest possible planned start and finish dates unlike CPM (Sun 2004).

In critical chain scheduling, overall variance of the critical chain will be much less than the addition of all the individuals because of random number aggregation theory (Cook 1998). In other words, the amount of protection necessary when you aggregate all of the tasks is much less than if you added the protection originally built into each estimate. Another benefit of CC scheduling is that as management controls the project by monitoring status of buffer, it allows proactive control of schedule. Through buffer management one get to know which feeder buffer is more consumed which helps to put more focus on that particular path. Critical chain scheduling helps to overcome student syndrome and bad multi tasking. Some other advantages of CC over traditional CPM are that it allows faster completion of projects, elimination of multi-tasking and offers simple way of tracking and monitoring project progress (Sarkar 2012).

Some of limitations of CC scheduling as mentioned by Pinto (2007) are that, due to lack of milestones, it is problematic to coordinate schedule specially with external suppliers. Another limitation of CC method is that it demands corporate-wide cultural change to successfully implement CC scheduling which is not an easy task.

3.1.5 Last Planner

Lean construction institute defines last planner system as the collaborative, commitment-based planning system that integrates should-can-will-did planning (pull planning, make-ready look-ahead planning with constraint analysis, weekly work planning based upon reliable promises, and learning based upon analysis of PPC and Reasons for Variance (LCI 2014).

According to Ballard, Last Planner System is the philosophy, rules, procedures, and a set of tools that facilitates the implementation of shifting the focus of control from the workers to the flow of work that links them together and thus proactively managing the production process
(Ballard 2000). The system has two components: production unit control and work flow control. Production unit control makes progressively better assignments to direct workers through continuous learning and corrective action while function of work flow control is to proactively cause work to flow across production units in the best achievable sequence and rate (Ballard 2000).

Planning in construction projects are done in different level, places and time during the projects. The higher level of plans focus on overall objectives and constraints of entire projects, which helps in planning in lower level for means for achieving these objectives. And at the lowest level there are some persons or groups responsible for deciding what specific work is to be done tomorrow which drive direct work rather than production of other plans. Ballard called these plans at lowest levels, 'Assignments' and the person or groups that manages and controls assignments are called 'Last Planner' (Ballard 2000). The last planner system tries to fill the gap between planning between different levels through the collaboration of all responsible personnel while planning.

In LPS, master schedules are limited to phase milestones, special milestones, and long lead time items. Phase schedules are planned by the team who will do the work by using pull techniques - working backward from a target completion date, which causes the tasks to be defined and sequenced so that their completion releases work (Ballard and Howell 2003).

LPS begins with collaborative scheduling involving the main project suppliers from the beginning. It tries to optimize the use of Float by assigning float where it will best protect program integrity and predictability. As master schedules is prepared at the beginning of the projects, when there might not be enough information available for these schedules to be accurately detailed far into the future, short term plans called as Look Ahead Plans are prepared. Look ahead planning focuses team's attention on the short -term period. Before work starts, team leaders are responsible for making tasks ready and removing constraints so that it can be done when it should be. If it is missing some prerequisite the team are assigned with another tasks to avoid the production loss. This 'Make Ready' process continues throughout the project. Look ahead planning and make-ready process enables proactive problem solving which avoids production loss, rework and time overrun in the projects.
There is a weekly work planning (WWP) meeting where all the last planners, design team leaders and or trade supervisors meet to explore inter-dependencies between tasks, to assume responsibility and give promises for the week to come by the performers. The agreed programs defines when tasks should be done and the last planners commit only when they are sure that the task can be done. After completing the task the last planner responsible for that particular task declares completion.

The key measure of the success of the Last Planner system is Percentage of Plan Completed (PPC) on time. PPC is a simple measure of the proportion of promises that are delivered on time, calculated as the number of activities that are completed as planned divided by the total number of planned activities. Reasons for the non completed tasks are identified and are registered weekly in WWP form so that improvement can be made in future performance. Percent Plan Complete (PPC) measures the extent to which the front line supervisor's commitment (WILL) was realized (Ballard 2000).
3.1.6 Simulation Based Scheduling

Despite the critical importance of project completion timeliness, scheduling practices discussed above remain inadequate for addressing the persistent problem of project completion delays due to inherent uncertainties. The uncertainty resides in activity duration estimates and unplanned upsetting events. In order to incorporate uncertainty in project activity estimates various simulation techniques have been developed.

A simulation is the imitation of the operation of a real-world process or system over time (Banks 1998). Simulation involves generation of an artificial history of a system through repetitive experimentation. And through observation of that artificial history, one draws inferences concerning the different characteristics of the real system. With the rapid development in computer technology the use of simulation techniques in project management has gained substantial popularity.

Van Slyke introduced simulation as a method for the analysis of project networks in 1963 and introduced a term Activity criticality indices which he defines as "the probability that an activity will lie on a critical path" (Van Slyke 1963). According to Hebert, simulation is very useful in estimating the value of certain time-related variables such as activity completion times, event realization times, and project duration, as well as criticality indices (Hebert 1979).

3.1.6.1 Monte Carlo Simulation (MCS)

Monte Carlo Simulations is a problem solving technique which is used to approximate the probability of certain outcomes by running multiple statistical sampling experiments or trial runs, called simulations, using random variable (Investopedia 2014). Monte Carlo analysis is a statistical modeling technique for evaluating the effects of various risk and other assumptions on the expected schedule or cost of a project (Cook 2001). It was first proposed for project scheduling in 1963 by Van Slyke (Van Slyke 1963) and with the improvement in computer technology, MCS rapidly became the dominant technique for handling uncertainty in project scheduling (Cook 2001). A survey by the Project Management Institute (PMI 1999) showed that nearly 20% of project management software packages support MCS.
3.1.6.2 MCS applied to PERT

Van Slyke proposed use of MCS in PERT system in order to improve the system so as to allow less restrictive mathematical assumptions to be made and extending the kinds of computational results that can be obtained (Van Slyke 1963). Moreover Van Slyke suggests this method can be used to check the validity of commonly used approximations as well.

In traditional PERT method the output does not depend on the structure of the activity duration distribution but only on their means and variances but with use of MCS it offers greater flexibility in using any distributions for activity like beta, triangular, normal, uniform or discrete in any sort of mix (Van Slyke 1963).

The idea of MCS is that we establish a set of stochastic variables and events. Then we establish deterministic relations between these variables and the events, e.g. the order of which activities are executed. The next idea in the Monte Carlo simulation is to generate the uniform distributed stochastic variables on the interval 0 to 1 and the events (indicator variables). By using these stochastic variables in the deterministic model we now get one realization of the system, or more specific the project duration. Now, we might repeat the process by generating another set of random quantities and insert these into the deterministic model to yield another project duration. By repeating this process we could think of the large numbers of generated values as realizations of the project, and use the values to obtain statistical properties such as the mean, the standard deviation, the cumulative distribution function etc. Van Slyke also introduced a new measure called Criticality Index which he defined as probability of an activity to be in critical path. Criticality index is calculated by dividing the number of times an activity is on critical path by total no. of simulation run. This measures helps in identifying near critical activities so that management can pour their focus on such activities as well (Cook 2001).

Deterministic network insures that no precedence constraints will be violated during the analysis i.e. project models is not actually simulated when "simulation" is used to generate estimates for the project variables of interest (Hebert 1979). Another limitation of this type of simulation analysis is that it is typically conducted exclusively during the planning stage, while useful for planning purposes, the resulting information quickly becomes obsolete once the project itself gets underway and proceeds toward completion (Hebert
1979). So it is recommended that as the project progresses and one any of the activity is realized, it should be performed again with real data available and schedules should be updated continuously.

3.1.6.3 Graphical Evaluation and Review Techniques (GERT)
GERT, an acronym for Graphical Evaluation and Review Technique, is a procedure for the study of stochastic networks composed of EXCLUSIVE-OR, INCLUSIVE-OR and AND nodes (vertices) and multi parameter branches (transmittances or edges) (Pritsker 1966). GERT was developed to handle stochastic network structure (network with activities that have probability of occurrence associated with them and time to perform activity is a random variable). According to Pritsker (1966), in GERT branches of the network are described with two (or more) parameters i.e. one, probability that the branch is traversed and time duration. Therefore it allows for conditional and probabilistic treatment of logical relationships.

As shown in figure 5, deterministic branching all activities leaving the nodes are considered. But in probabilistic branching as shown in figure 6, only one branch is considered at a time but the sum of probabilities all possible branches is always 100%.

![Deterministic and probabilistic branching](image)

Another benefits of GERT scheduling is it is capable of handling iterative activities which CPM and PERT both do not allow.
For example, as shown in figure 5(c) above there are three possible outcomes following activity A: activity B (with 30% probability), activity C (with 50% probability), or activity D (repeat of activity A, with 20% probability).

As described by Pritsker (1966) after collecting data and describing branches of network, one-branch equivalent function between nodes is obtained and this equivalent function is converted into two performance measures of the network, i.e. (1) the probability that a specific node is realized and (2) The moment generating function (MGF) of the time associated with an equivalent network, afterwards inferences concerning the system under study are made from the information obtained.

The GERT approach addresses the majority of the limitations associated with PERT/CPM technique. GERT also allows loops between tasks which makes it able to include iterative activities in network. The main drawback associated with the GERT technique is that it requires complex simulation tools to model GERT system, which is one of main reason that it is only popular in academic field not in industries and projects.

3.1.6.4 Simvision
SimVision is an advanced simulation methodology and software, based on Stanford’s 20-year “Virtual Design Team” research program. It is an agent-based model that simulates the information processing demand vs. information processing capacity of project organizations engaged in complex and fast-paced, semi-routine, project-based work (Levitt 2012).
SimVision applies and extends the information processing framework (Galbraith 1974) and the computational approach of Cyert and March's pioneering "Behavioral Theory of the Firm." (Palazzolo, Ghate et al. 2002). The basic premise of Simvision methodology is that organization behavior emerges from the decisions and actions of individual actors as they process information associated with activities, and as they create and respond to requests for information (Palazzolo, Ghate et al. 2002). In this view, an organization is an information-processing and communication system, structured to achieve a specific set of tasks, and composed of limited teams (called “actors”) that process information (Galbraith 1974).

Unlike CPM activity model, this model takes into consideration various aspect of organization that can affect the project outputs. The CPM method assumes that the only work that will occur is the direct work involved in each task while in reality there exist some hidden works in form of communication, waiting, rework etc. While fast tracking the project, more tasks are overlapped, which causes, more exceptions to occur, and thus the more coordination and rework is required and these hidden works prolongs tasks, delays others, and can have a knock-on, or even an exponentially slowing effect in a project (ePM 2006). Coordination and rework arising from overlapping tasks, and the resulting indirect work can be modeled in Simvision and is factored in to the overall schedule (ePM 2006). The model explicitly shows predicted coordination and rework with green and red links between interdependent tasks.

After adding all the data (staff positions, their skills, activities to be performed, milestones, cost, etc.) it is ready to simulate baseline case of the project. Most frequently, the simulated end date will be unacceptably late (ePM 2006) so one can focus on reducing these times without compromising on quality of output. Afterwards the durations of individual tasks on the project’s Gantt chart can be compared to their CPM-planned durations. It also distinctly shows which task are more risky for being delayed than planned, due to extra time taken up by coordination, rework, wait time, and meetings. This makes easy to identify task which needs more attention easily (ePM 2006).

SimVision makes specific quantitative predictions not only about schedule, cost, and quality outcomes but schedule, cost and quality outcomes of alternative organizational configurations, including task assignments, reporting relationships, managers spans of control, workers and
managers skill levels, levels of centralization, formalization, and matrix strength, and team experience as well (Levitt, Thomsen et al. 1999, Levitt 2012).

Levitt (2012) asserts that it has been validated over more than a decade on hundreds of projects in construction, aerospace, consumer products, software development, semiconductors, and pharmaceuticals and is now in routine commercial use to design organizations for complex, fast-track engineering projects worldwide (Levitt 2012).

There are few limitations in SimVision as identified by (Palazzolo, Ghate et al. 2002). One of the key limitation of SimVision is that it adopts the traditional view of Galbraith and others that “the hierarchy is the knowledge network” (Palazzolo, Ghate et al. 2002) and this “boss knows better” view of exception handling is clearly outdated for many kinds of latest work and needs to be extended. Another limitation is that formal and informal interactions are differentiated, as are interactions via different communication media. SimVision uses an abstract (skill type) x (skill level) characterization of knowledge (Palazzolo, Ghate et al. 2002). It does not differentiate cognition into different types of internal knowledge.

### 3.1.7 Project Management Software

With the rapid development in computer technology, the adoption and use of Project Management software have grown rapidly and it can be expected that it will continues to grow at a rapid pace. The main motivation behind this is the strong interest, professionals in this field have, in improving their performance by using available technology for better project planning and control (Ali, Anbari et al. 2008). There are significant numbers of PM software available with wide range of features, functionalities and prices. These software are aimed to facilitate the project management process as well as to assist project managers to solve problem related with project scheduling, monitoring, controlling and sharing information. As identified by Ali, Anbari et al. (2008) the choice of suitable PM software can depend upon various aspects like, ease of use, functionality, information quality, size of organization, project size, project complexity, and other user characteristics such as, level of education, training and experience.

The history of PM software dates back to 1960's since then the number of PM software have leaped to more than 500 in year 2000 (Meredith and Mantel Jr 2000) with varying capabilities.
and prices. Second global survey on current state of project management maturity report shows that 77% of companies who participated in the survey use project management software (PWC 2007).

PM software tools are based on network techniques and reflect project chronology (PMI 1999). More explicitly, AON format is used in most of project management software packages such as MS project, Primavera, and ProTrack (Pinto 2007). These tools use critical path analysis to determine the project completion time and the start and end dates for each activity (Ali, Anbari et al. 2008). PM software tools automatically creates the project network, Gantt chart and finds the critical path upon entering all required inputs. If any of input is altered it automatically updates the whole network and subsequent calculations. Many project management tools provide “resources leveling” that detect conflicts in assigning workers to activities and allow rescheduling them to eliminate over allocation and inefficient usage of resources activity (Ali, Anbari et al. 2008). Lately developed software tools utilize internet to allow organization to manage concurrent projects in different physical locations.

Most of project management software packages delivers project information in form of a wide variety of graphics and tabular representation which provides immediate and easy access to critical data that can be used (Meredith and Mantel 2000). So development of different software tools have now made project scheduling job much easy and convenient. Software tools makes information sharing easy and convenient and creates possibility for enhanced collaboration. This also assists in tracking the status of the whole work, so that any modification needed can be taken care of readily. The project management software also allows managers to communicate with vendors and clients more efficiently and securely. Second global survey on current state of project management maturity report (PWC 2007) shows direct correlation between project management software usage and project performance. It also shows that among the highest performing projects, 87% use project management software, while only 13% do not. It also shows that more mature organizations are more likely to use PM software packages.

There is no doubt that use of different PM software packages one can save time spent in tedious paper and pen work to create schedules and plans. But one can make best out of implementation of PM software packages by selecting right software packages that addresses specificity of
projects. Ralph L. Kliem (2000) recommends following issues to consider before selecting software (Kliem 2000)

- Customization—The ability to modify standard views and reports to meet specific requirements
- Import/Export—The ability to use data generated by other packages, or to provide data to other packages in a compatible format.
- Interface—How easy it is to navigate through the package.
- Integration with third-party products—The compatibility of the package to work with other packages. Compatibility to allow add in tools.
- Network capability—The capability to support a local area network environment.
- Performance—The speed and reliability of the package.
- Platform—The operating system supported.
- Scalability—The ability to run on different types of machines.
- Support—The services provided by the vendor.

Among myriad of available PM software tools few popular software packages to mention are Microsoft Project, Primavera, and Safran.

3.1.7.1 MS Project
Microsoft Project is a project management software program developed by Microsoft. It is designed to assist the project manager in developing a plan assigning resources to tasks, tracking progress, managing the budget, and analyzing workloads. The first commercial version of Project was released for DOS in 1984 and first Windows version was released in 1990. According to the second global survey on current state of project management maturity report, Microsoft Project is used more than any other brand of software. Almost 45% of the participating companies uses Microsoft Project which is more than twice than second most commonly used software (PWC 2007).
MS Project creates the schedules based on critical path analysis but with third party add on critical chain and event chain methodology can also be adopted (Wikipedia 2014). Output schedules can be visualized as Gantt charts and it allows for resource leveling as well. Another benefit is that it can recognize different positions of user i.e. different levels of user can have different access levels to projects and other data while custom objects such as calendars, tables, filters are shared globally by all user.

With the introduction of Microsoft Office Project Server and Microsoft Office Web Access it has extended its capabilities. Project Server stores project data in a central SQL based database and allows multiple independent projects to access a shared resource pool while Web Access allows users to access Project Server database across the world through internet. With release of newer version more and more tools for collaboration and reporting are being added (Essex 2010).

3.1.7.2 Primavera
Primavera is another well known PM software package available. Primavera was launched in 1983 by Primavera Systems Inc. and was acquired by Oracle Corporation in 2008. Since then different versions are launched with latest one Primavera P6. Primavera PM software packages are based on critical path analysis. It also provides a centralized database that allows to work simultaneously and with multiple users within the project. It allows access to extensive Gantt chart layouts, PERT layouts, Trace Logic, histogram, S-curves and Resource Loading Reports (Aramsoftwareconsultancy 2014) . It also offers other software for project-portfolio management, contract management etc.

Basically these software allows planning scheduling of complex and large projects as it claims to support 100000 activities and unlimited number of resources. It also have its own integrated Progress Reporting function so it does not requires any other add-ins for progress reporting.

3.1.7.3 Safran
It offers two tools for different sized projects. Safran Project is developed and designed to handle the demands of large and complex projects. Safran Planner is designed for companies and organizations with small – medium-sized projects. These software are also based on Critical Path Analysis method and uses Earned Value method for project monitoring and control. It also have capability to update and access data in real time. It also have filtering capability for progress
report development so applying such filters one can generate report of particular type (Projectcontrolonline 2014).

While all three software mentioned above use critical path analysis approach there are some software packages like Pro Chain Project Scheduling by Pro chain solution Inc. and PSNext by Sciforma Corporation that uses critical chain approach for scheduling.
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4.0 Project Duration Reduction Techniques

Another aim of this study is to discuss various existing tools and techniques for reduction of project duration, which will be discussed in the following section. This section will give an overview of literature for various project duration reduction techniques.

To become faster is the essence for survival and growth of firms in modern business world. From automotive industry to process industries and from information technology to e-commerce, businesses today rely on first-to-market product strategies to gain competitive advantages and increase profit margins (Hastak, Gokhale et al. 2008). Need to reduce project duration is leading firms to continuously search for tools and techniques to do so. In this context, actions responsible for speeding up the project can be aimed at reducing the time it takes to complete an individual activity (compression) or they can be aimed at reducing the overall project schedule through overlapping of sequential activities (Bogus, Molenaar et al. 2005).

Survey performed by Hastak, Gokhale et al. (2008) identified forty-six schedule reduction techniques and also identified CII's eight best practices used in industry. De la Garza and Hidrobo (2006) in their report have identified 32 management practice which possess capability to reduce overall length of the project, these practices are presented in appendix 3. This report will focus on schedule reduction techniques only. Following sections gives brief description of some of strategies and techniques identified to address schedule reduction needs of firms.

4.1 Overlapping or Fast-tracking

One common way of reducing project duration as suggested by Concurrent Engineering(CE) is to overlap project activities. Overlapping involves changing the precedence relationship between activities from start-to-finish to start-to-start or finish-to-finish with or without any lag, so that time can be saved for overall project. It involves overlapping of activities which are normally performed in sequential manner. A key to overlapping activities is management of the information transfer between activities (Bogus, Molenaar et al. 2005). Another important consideration for effective overlapping of activities is relationship between those activities (Prasad 1997). As mentioned by Bogus (2005) there are four types of possible relationship between activities i.e. dependent, semi-independent, independent and interdependent. Among
these four relationship, only independent activities can be overlapped without any risk of delay or rework (Bogus, Molenaar et al. 2005). Figure 2 shows removing the information dependency allows different activities to overlap reducing the overall project time.

Figure 9 Concepts of concurrent engineering
(Source: Bogus et al. 2005)

According to Bogus (2005), the extent to which activities can be effectively overlapped depends upon two factor i.e. natural rate of evolution of information of upstream activities and sensitivity of the downstream task to changes in upstream information.

The evolution and sensitivity characteristics of a task suggest appropriate strategies for achieving overlap (Bogus, Molenaar et al. 2005). So the ideal situation for overlap will be faster rate of information evolution with low sensitivity to changes in upstream activity information. In this situation both exchange of preliminary design information and early finalization of the upstream design information is recommended (referred to as distributive overlapping).

![Evolution of Information vs Sensitivity]

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>Evolution of Information</th>
<th>Overlapping Strategy</th>
</tr>
</thead>
<tbody>
<tr>
<td>High</td>
<td>Slow</td>
<td>Divisive Overlapping</td>
</tr>
<tr>
<td></td>
<td>Fast</td>
<td>Preemptive Overlapping</td>
</tr>
<tr>
<td>Low</td>
<td>Slow</td>
<td>Iterative Overlapping</td>
</tr>
<tr>
<td></td>
<td>Fast</td>
<td>Distributive Overlapping</td>
</tr>
</tbody>
</table>

Figure 10 Different Overlapping Strategies

Bogus et al. (2005) recommends following strategies for different rate of information evolution and sensitivity as shown in figure 7 above.
If there is slow evolution and low sensitivity then overlapping through the exchange of preliminary design information is recommended (referred to as iterative overlapping).

Highly sensitive activities with fast evolution are best overlapped by early finalization of upstream information (referred to as preemptive overlapping).

Highly sensitive activities with slow evolution are the least likely to benefit from overlapping and should be decomposed to sub activities, if possible (referred to as divisive overlapping).

4.2 Project Crashing

Main idea of project crashing is that expected activity durations are based on using certain amount of resources (certain number of personnel or equipments) to accomplish the task, however if additional resources is available they can be used in the activity to reduce the activity duration. Additional resources will involve additional cost so, one should consider associated cost of additional resource for crashing activities. In analyzing crash options for project activities, the goal is to find the point at which time and cost trade-offs are optimized (Pinto 2007). Additional resources may involve overtime, advanced equipments, more personnel, or working multiple shifts.

Pinto (2007) suggests that while crashing learning curve effect should be carefully considered before deciding when to crash? Brook's law suggests that adding resources on ongoing activities may incur extra time because it takes time to train and bring these new resources up to the speed (Pinto 2007). This extra time negates the positive effect of crashing so Brooks suggest that extra resources should be added to the activities which are not yet started to reap the maximum benefit of crashing (Pinto 2007).

4.3 Buffer Management

Concept of Buffer management came from Goldratt's critical chain method for scheduling. Goldratt claims that every duration estimates have safety time (a sufficient buffer) built into it and these buffers are wasted most of time in three ways. First he calls student syndrome it suggest that people only start putting full effort when most likely time is remained. Secondly,
When a resource is assigned multiple tasks, in order to keep track of each task safety time is often wasted spending more time for each task than time required if each task was completed before starting another. And lastly, Goldratt contends that the structures of schedules itself is also responsible for waste of safety time. When more task merge at one point delays are passed but gains are not.

Instead of allowing each task to have some safety, this approach suggest to pull out all the safety in each individual task and assign them most likely time and aggregates all the safety at last of the project which act as overall project buffer (Cook 1998). Likewise it also provides feeder buffers at each point where non critical chain feeds into the critical chain.

In this way, the amount of protection necessary when you aggregate all of the tasks is much less than if you added the protection originally built into each estimate. Unlike conservative estimates, this is a conscious decision to prepare for the unknowns associated with the uncertain activity. (Sarkar 2012). It provides option to management for proactive schedule control by observing usage of buffer times.

Buffer management removes the buffer from the activity estimate, thereby creating an aggressive activity estimate. The setting of aggressive activity goals will often result in a reduced activity duration. However the aggressive schedule possesses high risk for finishing activities late. So project manager should maintain a certain level of buffer to compensate schedule slippage.

There are other types of buffers except than time, they may be inventory buffers or capacity buffers. Through use of these buffers as well one can accelerate project activities when needed.

4.4 Modularity and Prefabrication

Modularity refers to the possibility to divide the project into more or less independent sub-units (Olsson 2006). Higher level of modularizations enables project to be divided into more independent sub-units. This reduction in dependency creates higher possibility for overlapping tasks and ultimately saves time. Prefabrication on the other hand refers to off-site construction. Use of prefabricated elements offers substantial potential for reduction in construction project execution time. A construction company in china was able to construct a 30 storey Hotel in just
30 days using all prefabricated materials and off site constructed sections (CRAIG 2012). This shows modularization and prefabrication possess great potential for reducing project duration. A survey by Mc Graw Hill Construction shows that with use modularity and prefabrication technique, 66% of participants reported that project schedules are decreased out of them 35% of participants reported four weeks or more reduction. Prefabrication and modularization is not a new topic but with the emergence of new technologies and practices it offers more potential for improving construction productivity.

4.5 Just in Time approach

Just in time approach is based on Toyota manufacturing system, its intend is to deliver materials and equipment to the workplace just in time when they are needed. It minimizes on site storage of equipments and materials and also minimizes the handling, which consumes time and puts material and equipment in more risk of damage (de la Garza 2006). According to De la Garza (2006) good coordination with suppliers and subcontractors to ensure precision of delivery, frequent communication and commitment by fabricator are of paramount importance for the successful implementation of this technique. On one hand this technique offers potential for reduction in project duration but on the other hand it is very sensitive, in a sense that a small failure can have huge impact on the schedule.

4.6 Lean Construction

Lean is a production management strategy for achieving significant, continuous improvement in the performance of the total business process of a contractor through the elimination of all wastes of time and other resources that do not add value to the product or service delivered to the customer (Shrier 2004). Taiichi Ohno categorized unproductive production practices into seven wastes they are, Overproduction, Waiting, Transportation, Inventory, Motion, Over-processing and Defective units.

Lean construction is a construction management philosophy with its roots in Toyota Production System(TPS). The basic idea behind Lean concepts to construction is elimination of waste and activities that add no value to the construction process which leads to better productivity, and ultimately aiming at improving overall project performance in term of quality, schedule and costs (de la Garza 2006). Among various approaches, “The Last Planner” methodology and the use of buffers are two applications of lean construction philosophies that can be implemented to
construction phase in order to achieve better productivity and improve construction performance, leading to overall improvements in project quality, and significant reductions in construction time and costs (de la Garza 2006).

Weekly work plan, as proposed in The Last Planner system shields production unit from the work flow uncertainty, and it helps in realizing better productivity for that production unit and results in task duration reduction (de la Garza 2006). Look ahead planning and Make Ready process improves the quality of assignment. It means that assignments are more accurate and realistic, which enables minimization of redundancy or resources and efficient sequencing of activities and leads to higher productivity in terms of time and cost.

4.7 Lean Design

Lean design is application of lean production principles for elimination of waste and non value adding activities in design process of project development. Freire and Alarcon proposed a methodology for implementation of lean design (Freire and Alarcón 2002) consisting of following four stages,

1. Diagnosis and evaluation

This stage involves analyzing design process to identify non value adding activities and wastes. Performance indicators, value stream mapping , interviews can be used as tools for diagnosing and evaluating design process to identify non value adding activities.

2. Changes implementation

In this stage changes are implemented based on the results obtained in the first stage. These improvement actions in design process can be applied in five different areas: client, administration, project, resources, and information.

3. Control

In this stage, the effects of the changes made in the previous stage are assessed. It consist of measuring performance indicators and time distribution in the process, observing variations of these values and acknowledging the effectiveness of the changes.
4. Standardization

The main aim of this stage is to formalizing the changes that proved to be effective in eliminating waste and integrating them to the work method of the company.

Implementation of lean design principles identifies the value adding and non value adding activities, which allows managers to exploit the significance of value adding activities to add value to the whole process (de la Garza 2006). A successful application of lean principles in the design process of a project, reduces the number of design errors, cycle times and non-value adding activities which improves the productivity and quality of product. Freire and Alarcon (2002) also suggest to consider some important element for change implementation, like Teamwork, Flexibility, Early implementation of changes, Constant control, Awareness and Feedback.

Although this method offers wide possibilities, the processes are complicated and long, so they may not be suitable for small projects while can be very effective for improving design delivery time in large projects (de la Garza 2006). Another downside for this technique is that, it can be quite challenging to implement changes will take some time for employees to get used to with new methods.
Chapter 5

Discussion

From the literature reviewed total of sixteen different scheduling methods has been identified but there might be more than sixteen scheduling tools/techniques and methodologies are available or being practiced in the field of project management. Some of the tools are also described briefly. Due to limitation of time and extent of the study it was not possible to give brief description of all the tools and techniques. This discussion is divided into two parts, on the first part it is discussed how the above mentioned tools, techniques and methods can be used to search for the possibility to reduce time and second part focuses on the user experience regarding the tools and techniques.

5.1 Search for possibility to reduce durations.

- Gantt chart presents a visual representation of schedule which is easy to understand. It is used to monitor the project progress. It gives information regarding which activity is performing in a planned progression or which activity is lagging behind the schedule, which activity is prone to schedule slippage. This allows the project manager and other stakeholders to take care of activities that can lengthen the project schedules in timely manner, avoiding rework.

- Critical path method is most widely used scheduling method mainly due to its simplicity. In critical path method, identification of critical path offers possibility to reduce the overall duration of project. Putting more attention on activities in critical paths allows to reduce their duration which will in turn reduce overall project duration. However, such action may change the critical path and a new critical path may emerge.

- In PERT scheduling method, it considers some uncertainty in its activity duration estimates. Basically it also pours more focus on activities in critical path, but in case of resource constraints, it allows to use limited resource in optimal way to minimize the project duration. It allows to identify critical activities along with its associated variance. This helps one to put more attention on the critical activities with more variance.

- Critical chain method overcomes most of the limitation of CPM and PERT methods and offers a new way of optimizing project schedule proactively. It allows to monitor and
have a fine grip over project schedule through use of buffers. These buffers can be utilized in order to reduce total project duration without any extra resource. Schedules can be compressed by reducing the size of buffers, but it comes with a demerit that it will reduce the probability of timely completion of the project schedules. But during the execution phase of project by keeping track of buffer consumption one can prevent schedule slippage and also can manipulate the buffer sizes in order to get reduced schedule for the project.

- The Last planner system is more than just a tool. It is an integrated system which comprises of various tools and managerial approaches for planning. Implementing last planner system involves collaborating planning from early phase which keeps all the stakeholders in close vicinity of project so that every stakeholders can exchange their perception toward project from early phases, which gives rise to a robust plan and less or no changes during execution phase avoiding rework and ultimately minimizing the project duration. Use of weekly work plan give rise to more realistic plan with more available information regarding the activities. Make-ready-processes make sure all the constraints regarding the activity are addressed, avoiding problems during execution and avoiding production loss. During make ready processes, if any constraints related to activity is revealed, the predecessor resources are informed and they are used in other activities with no constraints. Use of look ahead planning and make work ready processes enables proactive problem solving avoiding rework, production losses and time overrun.

- Different simulation tools are also being used by project management personnel in the projects. The main idea behind these tools is to approximate the probability of certain outcomes by running sampling experiments or trial runs. This gives the different statistical characteristics of the total project duration. Moreover using simulation in conjunction with PERT method, as suggested by Van Slyke (1963), it also identifies near critical activities with use of criticality index, which helps to put focus on not only the critical activities in schedule but also the near critical activities.

- Another tool identified in the literature is Simvision, this tool goes much further than all other tools identified by taking into consideration the organization structure, reporting relationships, decision mechanism, task dependency, skills required for task, skills acquired by personnel, cost etc. to simulate and predict the expected outcomes. By
analyzing different data an organization can optimize and fast-track its performance on projects and programs and allocate scarce resources efficiently, saving time and costs on reworks due to the missteps and miscalculations that normally plague most of the projects. Further, it also takes into the consideration the hidden works i.e. communication time, waiting time which are mostly neglected during the scheduling. SimVision's unique ability to predict the full scope of work allows tasks to be reliably completed in parallel, thus significantly shortening the project completion time (Wong 2001).

- Graphical Evaluation and Review Technique treats the schedule network as stochastic. So it allows conditional and probabilistic treatment of networks. It depicts more realistic picture of projects where there exist several option after finishing one activity. So considering uncertainties of network structure itself, it gives more realistic picture of project.

- Development in the field of Information Technology have huge impact on project management practices. Project-driven organizations increasingly adopt IT solutions to help them deliver high-quality products and services within a short time with fewer costs. There are large numbers of PM software available with wide range of features, functionalities and prices. Advancement of technology have made project planning and scheduling less time consuming and relatively easy. These software offer capability to schedule projects with significantly large number of activities and more complex projects with ease. This itself helps to reduce time in planning, generating network diagrams or charts. These software allows multiuser so that different stakeholders can get and share information readily. It also allows for collaboration across the world, through use of internet. The tasks of generating networks diagrams and charts which would have taken numbers of hours are now a mouse click away, with use of PM software. These software also helps to track and monitor project progress generate useful information and offers to generate reports as required. In case of any change also on updating the changed parameter it updates the whole schedule thus saving time.

5.2 User Experience

Another aim of this study was to find out the user experience on different tools and techniques. But there was not sufficient literature related to user experience regarding implementation of such tools and techniques.
All tools and techniques for project management claims to offers some sort of schedule reduction opportunities but it was hard to find researches and studies that quantified the gains from implementation of these different tools and techniques.

Despite the availability of wide range of the tools and techniques their use were found to be limited. The result of a survey conducted by White and Fortune (2001) shows that most of the project managers use only a small number of methods, tools and techniques with project management software and Gantt charts being the most widely used aids. Almost half of the respondents reported drawbacks to the methods, tools and techniques they had employed (White and Fortune 2002). So it can be concluded that despite their claims these tools fail to address all the real life situations of the projects.

From the literature study it can be said that, most of project scheduling works are based on Critical Path Method. This statement is in accordance with the result of second global survey on current state of project management maturity report (PWC 2007) which shows more than 45% of companies use Microsoft Project software packages which are based on CPM methods.

Some of the improvements experienced by different organizations after implementing critical chain project management techniques are presented below.

**Company Project Performance Improvements Using Critical Chain Project Management**  
(Source : Pinto 2009)

<table>
<thead>
<tr>
<th>CCPM Implementation</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Product Development for Home Appliances (Hamilton Beach/ Proctor-Silex)</td>
<td>34 new products per year 74% of projects on time</td>
<td>Increased to 52 New products in first year and to 70+ in second year. 88% of projects on time</td>
</tr>
<tr>
<td>Telecommunication Network design and Installation (eircom, Ireland)</td>
<td>On-time delivery less than 75%. Average cycle time of 70 days</td>
<td>Increased on-time delivery to 98%. Average Cycle time dropped to 30 days.</td>
</tr>
<tr>
<td>Helicopter Manufacturing and Maintenance (Erickson Air-Crane)</td>
<td>Only 33% of projects completed on time</td>
<td>Projects completed on time increased to 83%</td>
</tr>
<tr>
<td>Project Description</td>
<td>Details</td>
<td></td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td></td>
</tr>
<tr>
<td>Oil and Gas Platform Design and Manufacturing (LeTourneau Technologies, Inc.)</td>
<td>Design engineering took 15 months. Production engineering took 9 months. Fabrication and assembly took 8 months.</td>
<td></td>
</tr>
<tr>
<td>High Tech Medical Development (Medtronic Europe)</td>
<td>Device projects took 18 months on average and were unpredictable. Development cycle time reduced to 9 months. On time delivery increased to 90%.</td>
<td></td>
</tr>
<tr>
<td>Transformer Repair and Overhaul (ABB, Halle)</td>
<td>42 projects completed Jan- Dec 2007, On time delivery 68%</td>
<td></td>
</tr>
<tr>
<td></td>
<td>54 Projects completed Jan-Dec 2008. On time delivery of 83%</td>
<td></td>
</tr>
</tbody>
</table>

Another method for planning and scheduling discussed was Last Planner system which is relatively new methodology in field of project management. It claims to be capable for reducing project duration and this is well supported by some of researches (Mohan and Iyer 2005, Fernandez-Solis, Porwal et al. 2012). A survey conducted by Mohan and Iyer (2005) found that seventy percent (70%) of the projects, who monitored PPC, experienced cost savings, and 60% experienced time reductions.

Another tool discussed was a powerful simulation based software called Simvision. ePM, the promoter of Simvision, claims that lots of its customer have achieved significant reduction in time and recovered slipped schedule to complete project on time. Conocco Philips, using Simvision was able to recover 6 months of lost time for one of its offshore construction project. Along with recovery of lost time it was reported that Simvision enabled the project management team to anticipate and prevent, fabrication problem, construction delays and helped to design effective construction site organization plan and governance process (ePM 2011). Another case presented by ePM (2011) is of Hewlett Packard, when software division of the company was troubled with late delivery of more than 90% of projects and even some very late projects were cancelled. After implementation of Simvision, they were able to deliver on-time (ePM 2011).

Computer technology have long history, strong presence and promising future in field of project management. All PM software packages claim to have capability to minimize the project
duration and even claim that their clients have achieved substantial reduction in project duration but these assertions are hardly backed up by any empirical studies. Rather statistics are not in favor of it, reporting severe delays in time and cost.

A survey conducted in 2000 on 130 public projects in Jordan and found delays occurred in 106 (82%) (Ameh and Osegbo 2011). Frimpong et al. (2003) observed that 33(70%) out of 47 projects in Ghana were delayed (Frimpong, Oluwoye et al. 2003). According to the World Bank (2007), for many projects completed worldwide between 1999 - 2005, the overrun varied between 50% - 80%. In the United Kingdom (U.K), a 2001 report by the National Audit Office, entitled “Modernizing Construction”, revealed that 70% of the project undertaken by Government department and agencies were delivered late. These data clearly shows the gap between the promises offered by project management tools and techniques and the outcomes delivered.

This report also discussed some of the schedule reductions techniques identified by (de la Garza 2006, Hastak, Gokhale et al. 2008). It can be seen that these tools aim to reduce project duration through either by reducing individual activity duration or by reducing overall project duration through concurrent performance of different activities. Another distinction can be made among these tools based upon if they are aimed to prevent time overrun or to achieve faster execution time.

All these discussed schedule acceleration techniques offers vast possibilities for reducing overall length of the project. However they come with some sort of risks. While they reduce the planned total duration of the project, they do so by increasing risk in some other aspect of the project. So they need to be deployed carefully. To achieve successful results from implementation of these schedule acceleration techniques, it requires a compelling need, owner commitment, high performance team and detailed project plan (Hastak, Gokhale et al. 2008). Exclusive implementation of such tools may not be sufficient to achieve desired reduction in project duration. Apart from these tools this report also identified some management practices that leads to reduction of overall project duration. If the organization takes project duration reduction as a goal, then it should implement supporting management practices along with appropriate tools in order to achieve desired result.
Conclusion

This research was conducted in order to find answers to 3 research questions which was set in the beginning. Now revisiting those research questions,

1. What are the different principles, tools and techniques for time planning and scheduling in projects?

To answer this question, all together 16 tools, techniques and methods were identified which are being used by project professional for time planning in projects. So far these tools are just few of the existing tools which were found in literature but I believe there are more tools and techniques than these, that are being practiced. Even though categorization of these identified tools is not the aim of this study, it can be observed that most of the tools identified are practiced in tactical level, but to mention few, The Last Planner system and Simvision can be used in operational level. So far no tools were identified which are used in strategic level.

1. Gantt Chart
2. Arrow Diagramming Method (ADM)
3. Precedence Diagramming Method (PDM)
4. Critical Path Method (CPM)
5. Graphical Path Method (GPM)
6. Project Review and Evaluation Techniques (PERT)
7. Graphical Evaluation and Review Techniques (GERT)
8. Q-Graphical Evaluation and Review Techniques (Q-GERT)
9. Critical Chain Project Management (CCPM)
10. Successive Scheduling Process (SSP)
11. Line of Balance Method
12. Linear Scheduling Method
13. Repetitive Scheduling Method
2. How different tools and techniques of time planning can be used to search for possibilities to reduce project duration?

Following table summarizes the answers to this question.

<table>
<thead>
<tr>
<th>Tools /Methods</th>
<th>Enablers for Schedule reduction/ schedule slippage prevention possibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gantt Chart</td>
<td>Visual representation of the activity progression allows one to identify if the activity is lagging or leading.</td>
</tr>
<tr>
<td>Critical Path Method</td>
<td>Identification of critical activities allows one to pour more focus on activities that are critical</td>
</tr>
<tr>
<td>PERT</td>
<td>Identification of critical activities with associated uncertainties allows to identify highly uncertain activities which can have impact on project duration</td>
</tr>
<tr>
<td>Critical Chain Method</td>
<td>Proactive control through buffer monitoring Manipulating buffer to reduce project duration</td>
</tr>
<tr>
<td>GERT</td>
<td>More realistic planning, considering the stochastic nature of network structure</td>
</tr>
<tr>
<td>MCS applied to PERT</td>
<td>Identification of near critical activities through criticality index</td>
</tr>
<tr>
<td>Simvision</td>
<td>More realistic planning, addressing hidden works, allows to simulate different options and gives the output, so one can optimize the process for best result</td>
</tr>
<tr>
<td>PM Software</td>
<td>Less time for planning, Easy update of change in schedule, Real time information sharing,</td>
</tr>
<tr>
<td>The Last Planner system</td>
<td>More realistic planning, Less rework, Proactive problem solving, Early collaboration with stakeholders, less change</td>
</tr>
</tbody>
</table>

These enablers offer possibility to reduce total project durations.
3. What are the existing tools and frameworks for reduction of project duration?

Different tools and management practices being practiced in order to reduce the project durations are also identified. There are numbers of researches, surveys performed to identify different techniques and practices for reducing the project duration. Based on two researches a survey performed by Hastak, Gokhale et al. (2008) and a study report by De la Garza and Hidrobo (2006), forty-six schedule reduction techniques (appendix 1), CII's eight best practices used in industry and 32 management practices were identified which possess capability to reduce overall length of the project, these practices are presented in appendix 2.

From the study it was observed that there are many scheduling techniques available as well as many tools for reducing project duration which are being practiced since long time before. But still data shows there are significant number of projects that exceeds the planned schedule. So it can be concluded that implementation of these tools and techniques alone, in isolation is not sufficient for gaining the benefits, it should be well supported by good management practices, competent personnel, good organizational culture, supporting management and committed owner.
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Techniques for schedule acceleration (de la Garza 2006, Hastak, Gokhale et al. 2008)

<table>
<thead>
<tr>
<th>Number</th>
<th>Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Advanced construction equipment</td>
</tr>
<tr>
<td>2</td>
<td>Alternative construction methods</td>
</tr>
<tr>
<td>3</td>
<td>Avoidance of interruption</td>
</tr>
<tr>
<td>4</td>
<td>Craftsmen</td>
</tr>
<tr>
<td>5</td>
<td>Specialty crew training before the start of the project and during the</td>
</tr>
<tr>
<td></td>
<td>project can really help boost productivity</td>
</tr>
<tr>
<td>6</td>
<td>Critical equipment contingency planning</td>
</tr>
<tr>
<td>7</td>
<td>Concurrent engineering</td>
</tr>
<tr>
<td>8</td>
<td>Construction-driven schedule</td>
</tr>
<tr>
<td>9</td>
<td>Dual-purpose design</td>
</tr>
<tr>
<td>10</td>
<td>Efficient packaging for transportation</td>
</tr>
<tr>
<td>11</td>
<td>Empowerment</td>
</tr>
<tr>
<td>12</td>
<td>Expedite payment</td>
</tr>
<tr>
<td>13</td>
<td>Fast track scheduling</td>
</tr>
<tr>
<td>14</td>
<td>Frequent inspection</td>
</tr>
<tr>
<td>15</td>
<td>Freezing project scope</td>
</tr>
<tr>
<td>16</td>
<td>Incentives: craft worker bonus/award program</td>
</tr>
<tr>
<td>17</td>
<td>Job site preassembly: fabrication done on-site</td>
</tr>
<tr>
<td>18</td>
<td>Just-in-time material deliveries</td>
</tr>
<tr>
<td>19</td>
<td>Lean Design</td>
</tr>
<tr>
<td>20</td>
<td>Lean Construction</td>
</tr>
<tr>
<td>21</td>
<td>Value Engineering</td>
</tr>
<tr>
<td>22</td>
<td>Optimization through simulation and genetic algorithm</td>
</tr>
<tr>
<td>23</td>
<td>Time- Cost tradeoffs</td>
</tr>
<tr>
<td>24</td>
<td>Constructability Review</td>
</tr>
<tr>
<td>25</td>
<td>Cycle time analysis</td>
</tr>
<tr>
<td>26</td>
<td>Four dimension visualization of construction scheduling</td>
</tr>
</tbody>
</table>
Appendix 2

32 good management practices (de la Garza 2006).

1. Start-up driven scheduling
2. Participative management
3. Resources
4. Pre-project planning
5. Alignment
6. Well-defined organizational structure
7. Pareto's law management
8. Employee involvement
9. Realistic scheduling
10. Construction-driven scheduling
11. Concurrent evaluation of alternatives
12. Avoid scope definition shortcuts
13. Use of electronic media
14. Constructability
15. Freezing of project scope
16. Reusable engineering
17. Non-traditional drawing release
18. Supplier/engineer early interaction
19. Materials management
20. Material coordination
21. Prioritize procurement of material
22. Efficient packaging for transportation
23. Material I.D. on purchase documentation
24. Testing/inspection
25. Multiple suppliers
26. Supplier submittal control
27. Field management
28. Safety in workspace
29. Aggressive project close-out
30. Detailed plan
31. Determine system testing requirements
32. Zero accidents techniques
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Background of the study

Time is the most precious asset available to man (Kohn, 2000) which cannot be stored, recovered or transferred (Adebisi, 2012). Every human activities uses time, but time is limited in supply i.e. we have only 24 hour in a day, 7 days a week etc. So the supply of time is perfectly inelastic, and due to this nature of time, need for optimal utilization of time is imperative (Odumeru) 2013. Time management is the act or process of planning and exercising conscious control over the amount of time spent on specific activities, especially to increase effectiveness, efficiency or productivity (Buck, Lee et al. 2000).

Time is one of most critical resource in projects. It is also one of vital success criteria for every kind of projects. Time management in projects involves processes required to accomplish timely completion of projects (PMI 2004). PM BOK identifies following 6 steps as key processes for project time management (PMI 2004).

1. Activity Definition
2. Activity Sequencing
3. Activity Resource Estimating
4. Activity Duration Estimating
5. Schedule Development
6. Schedule Control

Different tools, techniques and frameworks had been developed to carry out these processes. In this background this study will discuss some of these important tools and techniques and basic principles behind them.

Nowadays the importance of planning and executing project faster is growing more and more. Driving forces for this growth in importance of time factor can be, being first to market, to achieve a competitive edge through faster accomplishments of projects or reducing time dependent costs of projects. Another benefit can be increased income, due to the attractiveness caused by the organisation's ability to have shorter execution time. Even from a social perspective and an owner/user perspective, there is a huge interest, naturally, to accomplish the projects faster. So it is desirable to dig out possibilities to reduce duration of project.

In this context this study attempts to discuss how these tools and techniques can be used to find possibilities to reduce the project duration.
**Problem Statements**

To become faster is the essence for survival and growth of firms in modern business world. This study will try to look upon different time planning tools and principles. It also tries to find out if yes, how can these tools and techniques can be used to search for any possibilities in reduction of project duration. This study will also attempt to discuss various tools and frameworks developed to reduce project duration. Basically this study will try to find answers for following three research questions:

1. What are the different principles, tools and techniques for time planning and scheduling in projects?
2. How different tools and techniques of time planning can be used to search for possibilities to reduce project duration?
3. What are the existing tools and frameworks for reduction of project duration?

**Limitation of the study**

As this study is to be carried out in short time period, this study will be limited to some of important tools and techniques of time planning only.

**Methodology**

There is wealth of information available regarding the topics discussed in this report as they are well established practices.

Descriptive keywords like CPM, PERT, Last Planner, Time Management, Critical Chain, Time reduction, overlapping, were used to search for resources.

To get more information more literature will be searched, and a good understanding of those will be developed. On basis of those understandings and analysis, results will be derived and discussed.

**Theory**

**Critical Path Method**
The Critical Path Method (CPM) is a schedule network analysis technique. CPM was developed by the DuPont Corporation in 1957. The critical path method calculates the theoretical early start and finish dates, and late start and finish dates, for all schedule activities without regard for any resource limitations, by performing forward pass analysis and a backward pass analysis through the project schedule network paths. The resulting early and late start and finish dates are not necessarily the project schedule, rather they indicate time periods within which the schedule activity should be scheduled, given activity durations, logical relationships, leads, lags and other known constraints. (PMI, 2004)

Critical path determines the shortest time to complete the project and it is the longest duration path through a network of tasks. Critical tasks (activities) are tasks (activities) on the critical path.

**Critical Chain Method**

According to PMBOK Critical chain method is a schedule network analysis technique that modifies the project schedule to account for limited resources. It mixes deterministic and probabilistic approaches to schedule network analysis. The critical chain concept was coined by Eliyahu Goldratt. (PMI, 2004)

**Project Evaluation and Review Techniques**

Program Evaluation and Review Techniques, PERT was originated by the U.S. Navy in 1958 as a tool for scheduling the development of weapons systems (Malcolm et al. 1959). This technique of scheduling assumes project to be an acyclic network of events and activities. (Cottrell 1999) The duration of a project is determined by a system flow plan in which the duration of each task has an expected value and a variance. (Cottrell 1999)

**Last Planner**

Last Planner System is a production planning system designed to produce predictable work flow and rapid learning in programming, design, construction and commissioning of projects. (Lean Construction Institute, 2014)

In LPS, master schedules are limited to phase milestones, special milestones, and long lead time items. Phase schedules are planned by the team who will do the work by using pull techniques - working backward from a target completion date, which causes the tasks to be defined and sequenced so that their completion releases work (Ballard and Howell 2003).
Work Breakdown Structure

Following activities will be performed to accomplish the task.

1.0 Specialization Project

1.1 Prestudy
   1.1.1 Background Study and Problem Statement
   1.1.2 Prestudy Report Preparation

1.2 Literature Study

1.3 Analysing and Concluding

1.4 Report Writing

Supervision and Instruction
# Gantt Chart for Schedule Planning

<table>
<thead>
<tr>
<th>ID</th>
<th>Task Name</th>
<th>Duration</th>
<th>Start</th>
<th>Finish</th>
<th>August</th>
<th>September</th>
<th>October</th>
<th>November</th>
<th>December</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.1.1</td>
<td>Background Study</td>
<td>2 weeks</td>
<td>18/08</td>
<td>01/09</td>
<td>33</td>
<td>34 35 36</td>
<td>37 38 39</td>
<td>40 41 42</td>
<td>43 44 45</td>
</tr>
<tr>
<td>1.1.2</td>
<td>Pre Study Report Preparation</td>
<td>2 weeks</td>
<td>01/09</td>
<td>15/09</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>Literature Study</td>
<td>6 weeks</td>
<td>01/09</td>
<td>12/10</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.3</td>
<td>Analysis and Conclusion</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.4</td>
<td>Report Writing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>Adjustment/Correction/Formatting Report</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>